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the perfect storm of tiny rnAs
Gary Ruvkun

The discovery of a previously unsuspected civi-
lization of tiny RNAs within nearly all eukary-
otes was a perfect storm that began to blow in 
1992 with the discovery of the first 21-nucle-
otide microRNA and its role in translational 
control and built to a gale in 1999–2001 with 
the discovery of the equivalently sized small 
interfering RNAs (siRNAs) in RNA interfer-
ence and the discovery of microRNAs con-
served across phylogeny. It is now a 20-year 
storm and continues to intensify.

The elements of the storm converged from 
many points of the compass. There were sat-
isfyingly off-center experimental systems and 
approaches, ranging from cell lineage control 
and gene silencing in worms to viral resistance 
in plants to heterochromatin formation in fungi 
to gene elimination in protozoa. The storm 
depended on a renaissance of developmental 
genetics to reveal the regulatory components of 
metazoan developmental control. It depended 
on the production and free availability of the 
first animal and plant full-genome databases, 
which did not ignore the regions of the genome 
that do not fit into the canon of protein-coding 
genes. It depended on the Internet to empower 
database searches which revealed the presence 
of conserved microRNAs and their locations in 
the genome. And it depended on a conserved 
protein-mediated pathway for the production 
and presentation of these tiny RNAs, to allow 
the genetic and biochemical discoveries from 
distantly related organisms to apply to each 
other, thus connecting up communities of biol-
ogists previously islands unto themselves.

The path to the discovery of the first 
microRNA and its role in translational 
control
I entered the tiny RNA world via molecular 
genetic characterization of Caenorhabditis 

elegans developmental control. The genes lin-4 
and lin-14 were named for the cell lineage (lin) 
changes that mutations in these genes cause. 
The cell lineage of C. elegans—the patterns of 
division that generate the 959 cells of an adult 
worm—reveal it to be an animal with few 
enough cells to be denumerable and named, and 
a reproducible enough pattern of development 
to be described by a cell lineage diagram1. The 
collection of lineage mutations first identified 
by Horvitz, Sulston and Chalfie in the late 1970s 
held the promise of identifying a genetic control 
network for this cell lineage2,3. It was a combina-
tion of the use of the cell lineage in the analy-
sis of developmental mutants, which afforded 
such an uncommonly digital view of develop-
ment; the mutant collection; and a sense that 
the C. elegans field was poised to discover the 
molecular identity of dozens of control genes 
that brought me to the field in 1982 as a postdoc 
in Bob Horvitz’s lab.

Victor Ambros, also a postdoc in the Horvitz 
lab, was just finishing his genetic analysis of 
heterochronic genes, mutations in which cause 
cell lineage changes that define a pathway 
for patterning the cell lineage in the temporal 
dimension4–6. The most compelling of the genes 
was lin-14 because it had both gain-of-function 
and loss-of-function mutations with opposite 
cell lineage defects, and because Victor had 
already placed lin-14 into a regulatory pathway 
with lin-4. Victor was very keen to learn the 
molecular identity of lin-14 and offered to work 
together on its molecular analysis. I was elated 
because it was clear that I could learn a lot from 
Victor and that he would be fun to work with.

Developmental control genes with opposite 
gain-of-function and loss-of-function pheno-
types were considered the keys to development 
in the lab at that time. The virtues of genes 
with such attributes were the mantra in Horvitz 
group meetings. More generally, gain-of-func-
tion mutations tend to reveal points of negative 
regulation in pathways; the activating mutations 
abrogate these negative feedbacks. Feedback 
regulation may be found in virtually any path-
way, from the Krebs cycle to RNA interference 

(RNAi), and is a key element of control in those 
pathways. So abrogation of negative regulation 
via gain-of-function mutations is a fruitful 
approach to disentangling biological networks. 
As it turned out, the analysis of gain-of-function 
mutations in lin-14 was a key component in the 
development of the microRNA field.

The C. elegans field was long on mutants but 
lacking a track towards molecular analysis. We 
needed a method to isolate the piece of DNA 
corresponding to a locus defined by classical 
genetics. For the molecular identification of 
lin-14 (as well as lin-4 and a slew of other genes 
defined by mutation), we developed a variant 
of restriction fragment length polymorphism 
(RFLP) mapping7. We knew that there were 
highly dispersed RFLPs caused by hundreds of 
transposon insertions in one strain of C. elegans 
that were not present in the standard C. elegans 
lab strain where all of the previous genetics had 
been done. So we mapped the particular few 
elements among these hundreds that were the 
closest in the genome to lin-14, allowing us to 
jump with transposon DNA probes right to the 
region. Thus, in one genetic mapping experi-
ment, a 24-factor cross, we were about 99% of 
the way to lin-14.

The first evidence that lin-14 had been identi-
fied came from the detection of DNA changes 
associated with lin-14 alleles using probes from 
near the closest RFLPs7. Bruce Wightman, Joe 
Gatto, Thomas Burglin and I determined that 
the lin-14 gain-of-function mutations affected 
the lin-14 3′ untranslated region (UTR), sug-
gesting that the negative regulation of lin-14 by 
lin-4 was at the level of regulation of mRNA 
abundance or translation. Prema Arasu, Bruce 
Wightman and I found that the expression of 
LIN-14 protein is graded over time and that 
graded expression is disrupted in the lin-4 and 
in lin-14 gain-of-function mutants. Because the 
lin-14 gain-of-function mutations mapped to the 
3′ UTR and caused molecular defects similar to 
those of the lin-4 loss-of-function mutations, the 
simplest model was that lin-4 would regulate 
the lin-14 3′ UTR8–10. But both the Ambros 
and Ruvkun labs were envisioning a LIN-4  
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regulatory protein that might engage the lin-14 3′  
UTR directly, if we were very lucky.

The discovery in the Ambros lab that lin-4 
encodes a microRNA changed everything11. 
Just after the Ambros group had convinced 
themselves that lin-4 might actually encode an 
RNA, Victor and I analyzed the lin-4 and lin-14 
3′ UTR sequences and detected complementar-
ity between the two RNAs. It was a moment 
when years of work came together into a clear 
model. There are multiple elements in the lin-14 
3′ UTR that are complementary to the lin-4 
microRNA. The two lin-14 gain-of-function 
mutations fit with the sites complementary to 
the lin-4 microRNA: the weaker gain-of-func-
tion allele deletes five of seven complementary 
sites, whereas the stronger allele removes them 
all11,12. And Ilho Ha showed that the lin-4 
microRNA binds to the lin-14 mRNA in vitro 
and that a lin-14 3′ UTR with mutations in each 
of the lin-4 complementary sites is no longer 
downregulated by lin-4 (ref. 13).

But the sites complementary to the lin-4 
microRNA were not perfectly complemen-
tary—we predicted multiple bulges and loops 
both in the lin-4 RNA strand and in the lin-14 
mRNA strand, so that these would be imperfect 
RNA duplexes, as in the secondary structures of 
that Ur of RNA biology, the ribosomal RNAs. 
As in the case of the ribosomal RNAs, these pro-
posed bulges and loops were endorsed by phy-
logenetic conservation. Bruce Wightman and 
Ilho Ha fused the lin-14 3′ UTR onto a reporter 
gene and showed that it is necessary and suf-
ficient to generate graded temporal expression 
of the reporter gene both in C. elegans and in  
C. briggsae, a nematode species about as distant 
from C. elegans as mouse and human are from 
each other12. Consistent with this conservation 
of lin-14 3′ UTR function, multiple elements 
in the lin-14 3′ UTR are conserved between  
C. elegans and C. briggsae, as is the lin-4 RNA 
sequence11,12. In fact, all of the sequences in 
the lin-14 3′ UTR that are complementary to 
the lin-4 RNA are conserved. The detailed fea-
tures of these conserved elements in the lin-14 
3′ UTR supported the existence of distinct 
RNA duplex structures—for example, bulged 
‘C’—rather than more perfect duplexes, which 
Ilho Ha showed had distinct functions13.

These RNA duplex models, 3′ UTR fusion 
gene assays, and phylogenetic conservation 
experiments strongly supported the model that 
the lin-4 microRNA directly binds to the lin-14 
mRNA 3′ UTR to downregulate its expression, 
but they did not assign any mechanism to that 
regulation. Back to back with the Ambros lab 
lin-4 microRNA paper, Bruce Wightman, Ilho 
Ha and I showed that the lin-4 microRNA regu-
lates its target mRNA lin-14 via translational 
control12. By monitoring LIN-14 protein and 

mRNA levels in the wild type and in the lin-4 
and the lin-14 gain-of-function mutants, we 
showed that the lin-4 RNA regulates not lin-14 
mRNA abundance, but rather translation of the 
lin-14 mRNA12. lacZ–lin-14 3′ UTR fusion 
genes were also useful in this analysis. By 
monitoring β-galactosidase activity, a measure 
of protein production allowed by the lin-14 
3′ UTR, and lacZ mRNA expression from a 
lacZ–lin-14 3′ UTR fusion gene in a wild-type 
or lin-4 mutant background, Bruce and Ilho also 
showed that lin-4 acts post-transcriptionally via 
the lin-14 3′ UTR to generate graded temporal 
expression12. This also showed that the lin-4 
microRNA does not depend on other lin-14 
mRNA sequences (the 5′ end, for example), 
constraining the mechanism of the lin-4·lin-14 
RNA duplex. This model was validated and 
extended by Olsen and Ambros, who showed 
that the translational control of lin-14 in fact 
occurs after initiation because the lin-14 mRNA 
that is not translated at late developmental stages 
when lin-4 represses its translation is localized, 
paradoxically, to polysomes14.

The second microRNA gene and its 
conservation across animal phylogeny
The discovery of the first microRNA did not 
trigger a gold rush. First, the heterochronic 
pathway was a rather parochial object of study; 
without homologs in other species, its general-
ity was not obvious. And among developmental 
biologists there was a tendency to marginalize 
C. elegans. The problem was the cell lineage: the 
provisional conclusion that there were few cell-
cell inductions in the lineage, based on just a 
few laser ablation experiments1, were counter 
to a century of induction research in develop-
mental biology on organisms from plants to 
frogs to mammals. It did not instantly recom-
mend the worm as a model for development in 
other clades—there was much harrumphing 
about this by the aristocracy of developmental 
biology at Gordon Conferences. In the com-
munity of developmental biology, there was a 
sense that C. elegans was different enough that 
this lin-4/lin-14 story could be an oddity of an 
odd creature. However, among the RNA pro-
cessing, translational control and modification 
community, already steeped in deep conserva-
tion of ribosomal and splicing regulatory RNAs, 
universals were expected, and the lin-4/lin-14 
story quickly became part of the canon. It was 
also noticed by the bacterial natural antisense 
RNA community, as an example of a natural 
eukaryotic antisense RNA. In the regulatory 
RNA community, universals were expected and 
this expectation trumped any details of the par-
ticular organism from whence the genes came, 
which that community tended to ignore in any 
event.

The first hint of a more extensive microRNA 
world emerged after Brenda Reinhart and Frank 
Slack in my lab, in collaboration with Michael 
Basson and Bob Horvitz, discovered a second 
microRNA, let-7, that base pairs, again with 
bulges and loops, to the 3′ UTR of its major 
target mRNA, lin-41 (refs. 15,16). This was a 
second example of a microRNA and the second 
example of a microRNA having one major tar-
get mRNA that it regulates via partially comple-
mentary elements in its 3′ untranslated region.

A microRNA world that extended across 
animal phylogeny emerged in 1999 and 2000 
from Amy Pasquinelli’s, Brenda Reinhart’s and 
my work exploring the conservation of micro-
RNAs17. The much longer ribosomal RNAs and 
the splicing regulatory Un RNAs and tRNAs 
were already known to be conserved at the 
primary nucleotide sequence level over most 
eukaryotes, and, in the case of ribosomal RNAs, 
all the way to bacteria. And scores of protein-
based developmental regulatory genes were 
known to be conserved across the animal king-
dom. So even though lin-4 and let-7 were much 
smaller than any other RNAs, perhaps DNA 
segments encoding the fly or human orthologs 
of lin-4 or let-7 could be found in the emerging 
genome sequences of Drosophila melanogaster 
and human in 1999. Within about 30 seconds 
of conceiving the question—the time it took to 
paste in the let-7 sequence into a query form 
and perform a BLASTN query over the net-
work—we saw the answer in the BLASTN out-
put: we found perfect conservation of the let-7 
mature microRNA sequence in the Drosophila 
and human genome sequence databases17. In 
addition, when we retrieved the sequence flank-
ing these potential let-7 orthologs from flies and 
humans, they folded into stem-loop precursors 
similar to those of C. elegans lin-4 and let-7. 
We did not find any lin-4 homologs in these 
database searches, though later, as microRNAs 
were directly sequenced, homologs with more 
substitutions and deletions were detected; for 
example, miR-125 from humans and Drosophila 
is a probable lin-4 homolog with four differ-
ences, too many to find in simple BLASTN 
full-genome searches.

The let-7 match of 22 nucleotides in a human 
or fly genome could occur by chance, though the 
stem-loop prediction increased the confidence 
that these were bona fide let-7 orthologs17. But 
it was also important to show on northern blots 
that Drosophila and mammals actually produce 
22-nucleotide transcripts of these informati-
cally detected genes. This we observed. But 
because we could assay for let-7 conservation 
in the expressed RNAs of unsequenced organ-
isms via a simple northern blot of total RNA, 
we sampled, in collaboration with many people 
who sent us RNA, a phylogenetically broad set 
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of animals and plants to explore the conserva-
tion and the origin of the gene. We found that 
the let-7 microRNA is conserved in bilaterian 
animal species, including humans, but is not 
present in, for example, cnidarians, ctenophores, 
fungi, plants or basal eukaryotes17. In addition, 
the temporal regulation of let-7 is also con-
served, as is complementarity in the 3′ UTR of 
the conserved target gene lin-41, strongly sug-
gesting an ancient function in temporal pattern-
ing17. The conservation of the let-7 RNA argued 
for the generality of microRNAs.

The perfect conservation of let-7 also pre-
sented a real conundrum: if the microRNAs 
pair with target mRNAs, but imperfectly, 
with particular regions of both microRNA 
and mRNA not in the RNA duplex, why are 
some microRNAs conserved over almost a 
billion years of evolution? In the ribosome, 
for example, regions that form RNA duplexes 
covary in evolution and are not as well con-
served as some unpaired regions that constitute 
the active site of this ribozyme. One view was 
that if microRNAs have many targets, it would 
constrain the base-pairing regions because 
sequence covariation with dozens of targets 
could not occur17. However, we knew from 
the worm genetic analysis that there are just 
a few major targets for the known function of 
let-7 in developmental patterning16. One pos-
sible explanation comes from the current view 
from bioinformatic target prediction programs 
of scores of mRNA targets for each microRNA: 
even in the case of let-7, there may be more 
targets regulated by let-7 than are assayed by 
a worm phenotypic analysis of molting and of 
patterning of the cell lineage.

But then why are the non-base-paired 
regions so well conserved? As in the ribosome, 
the bulges and loops may be landing pads for 
the proteins or other ligands that might recog-
nize the microRNA·mRNA duplex to, in turn, 
downregulate translation. So the bulges and 
loops, like the most conserved regions of the 
ribosomal RNA, may correspond to the undu-
plexed ‘active site’ of the microRNA·mRNA 
duplex in translational control. In fact, even 
in the less well conserved lin-4 microRNA, 
we can see that the first few nucleotides of the 
unpaired loop region of the lin-4 or miR-125 
microRNAs are conserved, suggesting that 
they are recognized as single strands.

The conservation of let-7 across animal 
phylogeny and the fact that it was the second 
microRNA found meant that there might well 
be more to discover. In a set of papers that 
expanded the number of microRNAs enor-
mously, the Ambros, Tuschl and Bartel labs 
used biochemical approaches to discover doz-
ens more microRNAs18–20. In collaboration 
with Yonatan Grad, John Aach and George 

Church, John Kim and Gabe Hayes in my 
lab also conducted genome-scale informatic 
searches for microRNA genes conserved like 
let-7 across animal phylogeny21.

Because of the power of deep sequencing, 
we now have extensive descriptions of the 
small RNAs that are produced in animals, 
fungi, plants and protozoa. The conservation 
of about 30% of the microRNAs within ani-
mals (and a different set of microRNAs across 
plants), and the conservation of a small fraction 
of these as profoundly as let-7, is still unex-
plained. The mapping of microRNAs to clearly 
important target mRNA functions has been 
most productive in plants, where the nearly 
exact matches to target mRNAs have enabled 
accurate target prediction. The assignment of 
microRNA functions to pathways via target 
mRNA predictions is only now beginning in 
animals because target prediction with allow-
able bulges and loops is exponentially more 
difficult. As impressive as the genomic explo-
ration of small RNAs has been, we may still 
only be viewing the tip of the iceberg. We have 
most of the data for small RNAs with 5′ mono-
phosphates, the likely products of Dicer. But 
the piRNAs, small RNAs that associate with 
the PIWI subtype of Argonaute proteins, are 
generated by a process that does not depend on 
Dicer22. The small RNAs generated by other 
nucleases might not have 5′ phosphates. There 
is going to be another gold rush for these new 
classes of tiny RNAs.

Parallel universes of small RNAs and 
the protein cofactors that process and 
present them
When siRNAs of the same size as lin-4 and 
let-7 were discovered in 1999 by Hamilton 
and Baulcombe in plants23 and in 2000 by 
Tuschl and colleagues in animals24, the fields 
of RNAi and microRNAs suddenly converged. 
We immediately started to explore the action 
of the RNAi machinery in microRNA matura-
tion and action. It seemed likely that the simi-
larly sized microRNAs and siRNAs would use 
similar mechanisms. Amy Pasquinelli looked 
closely at the first RNAi-deficient mutants, 
rde-1 and rde-4, but could not detect any het-
erochronic defects nor any change in lin-4 or 
let-7 microRNA activity or processing. Alla 
Grishok and Craig Mello then discovered that 
inactivation of 2 of 28 RDE-1 paralogs in the 
C. elagans genome causes a phenotype similar 
to the let-7 lethality. Grishok and Pasquinelli 
showed that RNAi inactivation of these RDE-1 
paralogs or of Dicer in C. elegans disrupts lin-4 
and let-7 microRNA processing and activity, 
proving that the RNAi and microRNA pathways 
are related25. Phil Zamore’s group also showed 
this for let-7 and Dicer in Drosophila26.

The current view is that microRNAs imper-
fectly base-paired to mRNAs, with bulges and 
loops, regulate translation, whereas micro-
RNAs or siRNAs that are perfectly base-paired 
regulate mRNA degradation. But perfectly 
base-paired microRNA·mRNA duplexes in 
Arabidopsis work both through translational 
control and through mRNA degradation 
mechanisms27,28. And others have shown that 
there are transcript abundance responses to 
microRNAs at times as well29. Perhaps RNAi 
and microRNAs are more similar than we cur-
rently appreciate.

Saturation genetic analysis of the microRNA 
pathway by Devin Parry30 and of the RNAi 
pathway by John Kim, Harrison Gabel, Ravi 
Kamath, Duo Wang, Maurice Butler, Sylvia 
Fischer and Scott Kennedy in my lab31–34 has 
now revealed many of the protein cofactors that 
may mediate other steps in the process by which 
microRNAs and siRNAs engage their targets. 
As in any complex process, there may be many 
steps downstream of Dicer and Argonautes that 
interpret these small RNAs, and there may be 
paralogous pathways for other small RNAs, 
mediated by paralogs of the microRNA and 
siRNA cofactors, just as an Argonaute para-
log mediates piRNA function22. A number of 
the microRNA pathway protein cofactors are 
annotated to be RNA-binding proteins that, for 
example, could mediate steps in the recogni-
tion of the microRNA·mRNA RNA duplex to 
downregulate translation. There is also increas-
ing evidence of a cell biology of RNA regula-
tion, specifically in P bodies and P granules29 
and perhaps in other vesicular elements35, so, 
a more complex choreography is likely. Also 
supporting a cellular trafficking of tiny RNAs, 
cytoskeletal elements have emerged as strong 
candidates for activity in the microRNA path-
way in both animals and plants27,30, and RNA 
associates with the cytoskeleton at mitosis36.

In the same way that the PIWI and Argonaute 
proteins have been found to shuttle small RNAs 
to their sites of action in cell, the protein cofac-
tors discovered in genetic and RNAi screens for 
small RNA function may bind to and present 
small RNAs. The bound small RNAs would 
convey sequence information for translational 
control of mRNAs or modifications of DNA, 
for example. The protein cofactors might tether 
these guide RNAs at points of biological regula-
tion: the ribosome, a replication fork, a synapse, 
a telomere, a DNA break, a dividing centrosome, 
a duplicating Golgi body or other inherited and 
regulated subcellular organelle. And an explora-
tion of the cell biology of the tiny RNA protein 
cofactors could reveal points of regulation by 
tiny RNAs. The tiny RNAs that may bind to 
the protein cofactors revealed by the genetics 
to date could both suggest functions of small 
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RNAs, via their associations with cytoskeletal 
or candidate protein cofactors, and reveal new 
nexuses of small RNA regulation through their 
sequences.

RNAi was discovered in plants and worms 
probably because gene silencing by double-
stranded RNA is so much more intense in plants 
and worms due to the amplification of siRNAs 
by RNA-dependent RNA polymerases and the 
systemic spread of these small RNAs29. But 
why do these clades use RNAi so much more 
intensively than others? One view is that the 
onslaught of viruses is somehow a larger prob-
lem for these soil-dwelling taxa. Another view 
is that small RNAs are spread systemically in 
plants and worms as a form of hormonal sig-
naling, concerning either viral status or other 
informational onslaughts that are more endemic 
in plants and worms. The systemic spread of 
siRNAs in plants and worms does suggest the 
possibility that small RNAs constitute signaling 
molecules. There is evidence for microRNAs 
in the phloem of plants as well as in secretory 
vesicles of animal cells35,37. microRNAs as well 
as other tiny RNA signaling packets may con-
stitute an intercellular signaling pathway that 
may reveal itself as our analyses become more 
sophisticated.

MicroRNAs and stem cells
One distinction of C. elegans and its close 
relatives in the animal kingdom is that there 
are only a dozen or so cell divisions from a 
totipotent fertilized egg to a fully formed 
adult. The genes affected by the heterochronic 
mutations that first revealed the tiny RNA 
world in worms mediate determinations of 
multipotent versus committed cell fates in the 
reprogramming of a cell from multipotency. 
The cell lineage analysis that was the great 
advance in early C. elegans genetic analysis 
was the lens through which these cell fate 
commitments were viewed. Perhaps it is the 
few divisions from these cell commitments to 
the fully formed larvae and later stages that 
allowed such major transformations in cell 
fate to be viable enough to survive and be 
classified by this lineage analysis. Similarly, 
the major organs of a plant derive from toti-
potent shoot apical meristem tissues and 
are just a few cell divisions away from this 
totipotency. As in C. elegans, the mutant 
phenotypes of plants defective in small RNA 
pathways of cell commitment could be inter-
preted because there are so few divisions from 
meristem to functional flower or leaf. In fact, 
the Argonaute and Dicer pathways emerged 
first from plant floral and leaf patterning 
genetics38.

Other recent discoveries strongly favor the 
view that microRNAs act in the earliest divi-

sions to specify the transition from totipotency 
to differentiation. Mammalian orthologs of 
the heterochronic gene lin-28, discovered and 
studied by Victor Ambros and Eric Moss39, 
negatively regulate let-7 maturation by bind-
ing to its stem-loop precursor during the transi-
tion from stem cell to differentiated cell40,41. 
Moreover, lin-28 emerged from gene array 
studies of embryonic stem cells as one of the 
major transcripts downregulated upon stem 
cell differentiation42. And co-transfection 
of lin-28 with just a few other transcription 
factors into committed cells is sufficient to 
transform those cells towards totipotence43. 
Finally, many papers point toward microRNA 
negative regulation of oncogenes and cell divi-
sion, and there is an emerging view that most 
microRNAs are not expressed in totipotent 
cells but become more highly expressed as the 
cells commit to differentiated lineages. These 
studies strongly support the model that genes 
central to microRNA function are key in the 
transition from totipotency to commitment and 
cell differentiation.

Biodiversity and gene discovery in the 
genome era
So yes, C. elegans was among the stranger 
beasts to study. But not only have its technical 
advantages empowered many a research career, 
its RNA savantism has certainly launched a 
number of us beyond where we might have 
gone studying other organisms and other 
pathways. More generally, the view that par-
ticular taxa may have amplified or deleted 
functions present in others, and that these 
distinctions may be important in the evolution 
of these clades, is going to become more and 
more important as the genome era reveals the 
detailed specializations of taxa. For example, 
C. elegans, so proficient at RNAi, has a highly 
ramified set of Piwi Paz proteins (orthologs 
and paralogs of the Argonaute and PIWI sub-
types) compared to other plants and animals; 
one might have been able to predict from the 
genome sequence some unique, evolutionarily 
important function for this amplified orthol-
ogy group.

It is important for working biologists and 
for our patrons at the US National Institutes 
of Health and National Science Foundation 
and the equivalent bodies in other countries 
to realize that much of the tiny RNA revo-
lution emerged from non-vertebrate genetic 
analysis—from plant biology, from worm 
genetics, from the fungi Neurospora crassa 
and Schizosaccharomyces pombe, from the 
protozoa Tetrahymena thermophila and from 
the trypanosomes44–47. Much of this research 
was funded generously over the past decade 
or two, reflecting well on the wisdom of the 

administrators and peer review system, as 
well as on the governments who funded these 
programs. It is impossible to calculate the 
economic value of this tiny RNA revolution— 
it is explosive and thus not predictable. But 
it does seem likely that small RNA pathways 
are going to intersect many of the processes 
that are disrupted in human and plant dis-
eases, as well as in human and plant varia-
tion that we celebrate, and that viewing those 
pathways through the lens of small RNAs 
may break open those fields. We can expect 
to find small RNA action in synaptic signal-
ing, in the regulation of cell division, in the 
regulation of organelle trafficking within 
cells, and so on.

And, of course, small RNAs are small mol-
ecules that can inactivate target genes and their 
products. So, small RNA drugs are likely to 
emerge as well. Even if small RNA drugs fail 
to be bioavailable or fail in pharmacokinetic 
features, it is very likely that traditional phar-
maceutical drug development, targeting pro-
tein factors that act in small RNA pathways, 
is going to emerge as important. For example, 
small RNA pathways are limited to eukaryotes 
and appear to mediate many key activities of 
eukaryotes. It is likely that the drug-synthetic 
capacities of our bacterial competitors and 
commensals have evolved antibiotics and sig-
nals to engage the proteins and perhaps even 
the RNAs that are so highly conserved across 
the eukaryotes. Screening for such drugs is 
likely to represent a rich vein to mine.

But it is important to continue to explore 
the diversity of biology, and not become myo-
pic about translating biological discovery to 
humans via, for example, more research on 
our closer relatives. It is very gratifying to see 
that comparative genomics now has become 
so inclusive of phylogenetic diversity—the 
availability of genome sequences is expos-
ing a new generation of molecular biolo-
gists to the richness of biological diversity. 
Comparative genomics is going to launch the 
study of thousands and perhaps millions of 
species, as their genome sequences reveal 
particular gene complement signatures that 
may become associated with unique capaci-
ties. If the first few steps of the genome era 
stressed homology and conservation, the next 
steps may explore duplication and elabora-
tion and deletion of gene pathways in evo-
lution. Such gene duplication and deletion 
mechanisms are likely to have elaborated the 
richness of the multicellular biosphere dur-
ing the relatively short time of the Cambrian 
explosion, and no doubt since then. And tiny 
RNA pathways, which appear to be unique 
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